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How can get things done by a computer?



Write rules aka Algorithm

Give step by step to reach y (output) from x ( input)

Ex : Checking if a number is even or odd
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- Given a collection of x ,and their  mapped y (output) , figure out how to 

reach from x to y.
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Supervised Learning  (I’ll teach you using examples )

Given a collection of x ,and their  mapped y (output) , figure out how to 
reach from x to y.

Source - Towards Data Science

https://towardsdatascience.com/supervised-vs-unsupervised-learning-in-2-minutes-72dad148f242


Unsupervised Learning ( you go figure it out )

I have a collection of x, I know y could be in there, find out y, and how to 
reach to y on new x



Semi -supervised Learning 

I have some x that is labeled, and some x that aren’t, figure out how to reach y.

Source - Data Driven Investor

https://medium.datadriveninvestor.com/the-ultimate-beginner-guide-of-semi-supervised-learning-3bd11cb19835




Reinforcement Learning

I have x and y , and when you are learning whenever you get y correct, I ‘ll give you positive reinforcement, and 
when you get it wrong, I will penalize you. Maximise reward is the goal.


