
Supervised Machine Learning

CSC 380 - Principles of Data Science
Lecture 6.2



In this lecture

- ML Terminology:

- Labels, Features, Examples, Models

- Training, Inference/Testing, 

- Linear Regression:

- Equation, Loss, Update weights based on Loss

- LASSO, RIDGE

- Gradient Descent

- Stochastic, Batch, Mini-batch stochastic



In this lecture

- Loss Functions : 

- Esp MAE, MSE

- Learning rate

- Overfitting v/s Underfitting

- Data - 

- Split as (Train, Val, test)

- K Cross validation

- Regularisation : 

- Reducing Model Complexity:

- L1/L2 Regularisation

- Dropout

- Early stopping

- Data Augmentation 



Terminology

● Labels : The thing we are predicting

● Features : Input variable, there could be more than one.

● Examples ( prev Data Point ) :

○ {features, label}: (x, y)

○ Labeled and Unlabeled 

● Models : 

○ Something that defines the relationship between features and labels. 



Terminology cont..

Training : Creation of the model.. Ie the process through which the model 
learns a relationship from different examples. 

Inference/Testing : Getting predictions from the model with only the 
feature provided.

Data : Train, Validation, Test



Regression vs. classification

Source

https://www.sharpsightlabs.com/blog/regression-vs-classification/


Linear Regression



Switch to Board



Fitting - Over , Under and Just Right



Overfit vs Underfit

Source - Geeks for Geeks

https://www.google.com/imgres?imgurl=https%3A%2F%2Fmedia.geeksforgeeks.org%2Fwp-content%2Fcdn-uploads%2F20190523171258%2Foverfitting_2.png&tbnid=kRA4aY0X5s3DoM&vet=12ahUKEwjqoOilvpGAAxWtPEQIHaMcDr0QMygAegUIARDuAQ..i&imgrefurl=https%3A%2F%2Fwww.geeksforgeeks.org%2Funderfitting-and-overfitting-in-machine-learning%2F&docid=YVr96gSsdAbtGM&w=1200&h=492&q=underfitting&ved=2ahUKEwjqoOilvpGAAxWtPEQIHaMcDr0QMygAegUIARDuAQ


Towards Data Science

https://towardsdatascience.com/techniques-for-handling-underfitting-and-overfitting-in-machine-learning-348daa2380b9




Towards AI

https://pub.towardsai.net/keras-earlystopping-callback-to-train-the-neural-networks-perfectly-2a3f865148f7


Train - Val - Test Split





K-fold Cross validation

ResearchGate

https://www.researchgate.net/figure/Train-test-cross-validation-split-methodology-used-in-this-paper-The-first-operation_fig2_340567535


Non-Probabilistic ex: K-Means



Probabilistic ex: Gaussian Mixture Models



Resources : 

- Google ML Crash Course
- Prof. Jason Pacheco Slides


