
Data Preprocessing +

CSC 380 - Principles of Data Science
Lecture 7.1



So far in the course



Data Collection

● Direct download and load from local storage

● Generate locally via downloaded code (e.g., simulation)

● Query data from a database.

● Query an API from the intra/internet

● Scrape data from a webpage



So far in the course



1. Data Processing

Data Cleaning:

- Missing values, duplicates, type conversions, modification

Visited One ML Algorithm to understand why data is so very important.



1.1 Why

- Accuracy: To check whether the data entered is correct or not.

- Completeness: To check whether the data is available or not recorded.

- Consistency: To check whether the same data is kept in all the places that do or do not match.

- Timeliness: The data should be updated correctly.

- Believability: The data should be trustable.

- Interpretability: The understandability of the data.



1.2 Common Tasks

1. Cleaning

2. Integration

3. Transformation

4. Reduction

5. Discretization

6. Normalization
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1.2.1 Cleaning

a. Missing Data

○ Ignore that data point

○ Fill the Missing values

■ Fill with “Not Available” or “NA” 

■ Manually ( not recommended for large datasets)

■ Mean

■ Most probable ( esp regression or decision tree)



Notebook
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1.2.2 Integration

Combining multiple sources into a single dataset. 

● Schema integration: Integrates metadata (a set of data that describes other data) from different sources.

● Entity identification problem: Identifying entities from multiple databases.

● Detecting and resolving data value concepts: The data taken from different databases while merging 

may differ. The attribute values from one database may differ from another database. For example, the date format may differ, like “MM/DD/YYYY” or 

“DD/MM/YYYY”.
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1.2.3 Transformation

The change made in the format or the structure of the data is called data transformation.

Discretization and Normalisation may also be seen as a type of transformation.
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1.2.4 Data Reduction

Reducing the size of the dataset while preserving the important 
information.

Curse of dimensionality 

As the number of dimensions or features increases, the amount of data 
needed to generalize the machine learning model accurately increases 
exponentially
Excellent article with examples

https://medium.com/flutter-community/curse-of-dimensionality-an-intuitive-and-practical-explanation-with-examples-399af3e38e70
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Mutual Information

measures the amount of information one can obtain from one random variable given 
another.

Sklearn.feature_selection

- mutual_info_classif
- Mutual_info_regression

Fun easy to understand example: https://www.youtube.com/watch?v=eJIp_mgVLwE

https://www.youtube.com/watch?v=eJIp_mgVLwE
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Principal component analysis (PCA)

Aim : find the directions of maximum variance in high-dimensional data and projects the data onto a 
new subspace with equal or fewer dimensions than the original one.

Reference and source: https://vitalflux.com/feature-extraction-pca-python-example/



Principal component analysis (PCA).

Source and Reference : https://towardsdatascience.com/the-mathematics-behind-principal-component-analysis-fff2d7f4b643

1. Take the whole dataset consisting of d+1 dimensions and ignore the labels such that our new dataset becomes d dimensional

2. Compute the mean for every dimension of the whole dataset.

3. Compute the covariance matrix of the whole dataset.

4. Compute eigenvectors and the corresponding eigenvalues.

5. Sort the eigenvectors by decreasing eigenvalues and choose k eigenvectors with the largest eigenvalues to form a d × k 

dimensional matrix W.

6. Use this d × k eigenvector matrix to transform the samples onto the new subspace.

https://towardsdatascience.com/the-mathematics-behind-principal-component-analysis-fff2d7f4b643
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Principal component analysis (PCA).

Source and Reference : https://towardsdatascience.com/the-mathematics-behind-principal-component-analysis-fff2d7f4b643

6. Use this d × k eigenvector matrix (W) to transform the samples onto the new subspace.

y = W′ × x where W′ is the transpose of the matrix W.

https://towardsdatascience.com/the-mathematics-behind-principal-component-analysis-fff2d7f4b643


https://scikit-learn.org/stable/modules/generated/sklearn.decomposition.PCA.html

https://scikit-learn.org/stable/modules/generated/sklearn.decomposition.PCA.html
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Feature Extraction

- transforming the data into a lower-dimensional space while preserving 
the important information

- PCA
- linear discriminant analysis (LDA)
- non-negative matrix factorization (NMF).
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- Feature Extraction
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- Clustering
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1.2.5 Discretisation

- dividing continuous data into discrete categories or intervals.

- equal width binning, equal frequency binning, and clustering.
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1.2.6 Normalisation

- This involves scaling the data to a common range, 

such as between 0 and 1 or -1 and 1.

- Handle data with different units and scales.
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1.2.6 Encoding

Technique of converting categorical variables into numerical values so that it could be 

easily fitted to a machine learning model.

- Ordinal Categorical variables

- Nominal categorical variables:

- One hot encoding

- Label Encoding



Ordinal Categorical variables

Source

https://www.google.com/url?sa=i&url=https%3A%2F%2Fmedium.com%2Fnerd-for-tech%2Fnominal-and-ordinal-encoding-in-data-science-c93872601f16&psig=AOvVaw2rm7vi_GA4XrECi6_pHXvX&ust=1690270511375000&source=images&cd=vfe&opi=89978449&ved=0CA4QjhxqFwoTCLj1o73qpoADFQAAAAAdAAAAABAJ


Nominal - Label Encoding

Source

https://www.google.com/search?sxsrf=AB5stBhRgJQFqp4WfOA5UCe_pzQVmYDezA:1690183880574&q=one+hot+encoding&tbm=isch&sa=X&ved=2ahUKEwiOjbjO6aaAAxUpM0QIHdfOAcUQ0pQJegQIDRAB&biw=1920&bih=863&dpr=1#imgrc=A7DR4H7EyzRmoM:~:text=Medium-,What%20is%20One%20Hot%20Encoding%20and%20How%20to%20Do%20It%20%7C%20by%20Michael%20DelSole%20%7C%20Medium,-Images%20may%20be


Nominal - One hot encoding

Source

https://www.google.com/search?sxsrf=AB5stBhRgJQFqp4WfOA5UCe_pzQVmYDezA:1690183880574&q=one+hot+encoding&tbm=isch&sa=X&ved=2ahUKEwiOjbjO6aaAAxUpM0QIHdfOAcUQ0pQJegQIDRAB&biw=1920&bih=863&dpr=1#imgrc=A7DR4H7EyzRmoM:~:text=Medium-,What%20is%20One%20Hot%20Encoding%20and%20How%20to%20Do%20It%20%7C%20by%20Michael%20DelSole%20%7C%20Medium,-Images%20may%20be


Resources:

- Analytics Vidya : Data Preprocessing in Data Mining – A Hands On 
Guide (Updated 2023)

- Geeks for Geeks : Data Preprocessing in Data Mining

https://www.analyticsvidhya.com/blog/2021/08/data-preprocessing-in-data-mining-a-hands-on-guide
https://www.analyticsvidhya.com/blog/2021/08/data-preprocessing-in-data-mining-a-hands-on-guide
https://www.geeksforgeeks.org/data-preprocessing-in-data-mining/


Data Science Process



Supervised Machine Learning Models 
Linear models

Slides adapted from Prof.Jason Pachecos slides : CSC 380 Fall 2021



Linear Regression



























Regularisation

● Reducing Model Complexity:

○ L1/L2 Regularisation

○ Dropout

○ Early stopping

● Data Augmentation





Bias-Variance Tradeoff

Bias is the difference between the average prediction of our model and the correct 
value which we are trying to predict. Model with high bias pays very little attention to 
the training data and oversimplifies the model. It always leads to high error on training 
and test data.

Variance is the variability of model prediction for a given data point or a value which 
tells us spread of our data. Model with high variance pays a lot of attention to training 
data and does not generalize on the data which it hasn’t seen before. As a result, such 
models perform very well on training data but has high error rates on test data.

Source : Towards Data Science - Understanding the Bias-Variance Tradeoff 

https://towardsdatascience.com/understanding-the-bias-variance-tradeoff-165e6942b229




Source: https://www.linkedin.com/pulse/bias-variance-tradeoff-sanjay-kumar-mba-ms-phd/





Evaluation

- MSE
- R2 - Coefficient of Determination ( I said last week, we will revisit this ) 







Using Regularisation for Feature Selection









Sequential Feature Selection

Forward Sequential Selection

Backward Sequential Selection



Regression versus Classification

Source : https://www.springboard.com/blog/data-science/regression-vs-classification/



Supervised Machine Learning Models 
Non-Linear models



Naïve Bayes classifiers



Source : Saedsayad

https://www.saedsayad.com/naive_bayesian.htm
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Source : Saedsayad

https://www.saedsayad.com/naive_bayesian.htm




Unsupervised Machine Learning Models 

Slides adapted from Prof.Jason Pachecos slides : CSC 380 Fall 2021



Clustering

Source : https://www.analyticsvidhya.com/blog/2021/05/what-why-and-how-of-spectral-clustering/



Types

- Centroid-based Clustering

- Density-based Clustering

- Distribution-based Clustering

- Hierarchical Clustering



Centroid-based Clustering

Source : https://developers.google.com/machine-learning/clustering/clustering-algorithms



Density-based Clustering

Source : https://developers.google.com/machine-learning/clustering/clustering-algorithms



Distribution-based Clustering

Source : https://developers.google.com/machine-learning/clustering/clustering-algorithms



Hierarchical Clustering

Source : https://developers.google.com/machine-learning/clustering/clustering-algorithms



K-means

Source : https://priteed811.medium.com/k-means-clustering-and-real-world-use-cases-1b88dc5b7192

1. First, we need to provide the number of clusters, K, that need to be 

generated by this algorithm.

2. Next, choose K data points at random and assign each to a cluster. Briefly, 

categorize the data based on the number of data points.

3. The cluster centroids will now be computed.

4. Iterate the steps below until we find the ideal centroid, which is the 

assigning of data points to clusters that do not vary.

a. The sum of squared distances between data points and centroids 

would be calculated first.

b. At this point, we need to allocate each data point to the cluster that 

is closest to the others (centroid).

c. Finally, compute the centroids for the clusters by averaging all of the 

cluster’s data points.





How to choose k?

- The Elbow Method

- The Silhouette Method

Source  : https://medium.com/analytics-vidhya/how-to-determine-the-optimal-k-for-k-means-708505d204eb



The Elbow Method

- WCSS (within-cluster sum of squares ):

The sum of square distances between the centroids and each 
points.

Source  : 
https://www.linkedin.com/pulse/finding-optimal-number-clusters-k-means-
through-elbow-asanka-perera/





The Silhouette Method

- Measure of how similar an object is 

to its own cluster (cohesion) 

compared to other clusters 

(separation). 

- The silhouette ranges from −1 to +1, 

where a high value indicates that 

the object is well matched to its own 

cluster and poorly matched to 

neighboring clusters. 



Source  : https://www.analyticsvidhya.com/blog/2020/10/a-simple-explanation-of-k-means-clustering/







Problem with kmeans

https://developers.google.com/machine-learning/clustering/algorithm/advantages-disadvantages



How to choose the initial centroids? - Kmeans++

1. Randomly select the first centroid from the data points.

2. For each data point compute its distance from the nearest, 

previously chosen centroid.

3. Select the next centroid from the data points such that the 

probability of choosing a point as centroid is directly 

proportional to its distance from the nearest, previously 

chosen centroid. (i.e. the point having maximum distance 

from the nearest centroid is most likely to be selected next 

as a centroid)

4. Repeat steps 2 and 3 until k centroids have been sampled

http://www.youtube.com/watch?v=BIQDlmZDuf8





